
Yueh-Hua (Kris) Wu
Phone: 858 539 3649
Personal Website: https://kristery.github.io/ <kriswu8021@gmail.com>

AFFILIATION

NVIDIA Research Jun. 2024 - Present
Research Scientist

EDUCATION

University of California San Diego, California, USA Sep. 2020 - Jun. 2024
Ph.D. in Computer Science and Engineering
Advisor: Xiaolong Wang

National Taiwan University (NTU), Taipei, Taiwan Sep. 2017 - Jun. 2020
Master of Science in Computer Science and Information Engineering

National Taiwan University (NTU), Taipei, Taiwan Sep. 2013 - Jun. 2017
Bachelor of Science in Electrical Engineering

RESEARCH INTERESTS

My research interests lie in the fields of reinforcement learning, robotics, and computer vision. Specif-
ically, I am devoted to developing innovative methods for real-world applications. My primary focus is on
enhancing robust object manipulation techniques and learning from 3D structures. Additionally, I am keen
on utilizing foundational models as effective tools for facilitating the learning process in these domains.

SELECTED PUBLICATIONS

• Byung-Kwan Lee, Ryo Hachiuma, Yu-Chiang Frank Wang, Yong Man Ro, Yueh-Hua Wu, "VLsI:
Verbalized Layers-to-Interactions from Large to Small Vision Language Models", under submission,
2024

• Ge Yan*, Yueh-Hua Wu*, and Xiaolong Wang, "DNAct: Diffusion Guided Multi-Task 3D Policy
Learning", under submission, 2024

• Yueh-Hua Wu, Xiaolong Wang, and Masashi Hamaya, "Elastic Decision Transformer", In Advances
in Neural Information Processing Systems (NeurIPS), 2023

• Yanjie Ze*, Ge Yan*, Yueh-Hua Wu*, Annabella Macaluso, Yuying Ge, Jianglong Ye, Nicklas
Hansen, Li Erran Li, and Xiaolong Wang, "GNFactor: Multi-Task Real Robot Learning with Gen-
eralizable Neural Feature Fields", In Proceedings of the Conference on Robot Learning (CoRL), 2023
(Oral)

• Yueh-Hua Wu*, Jiashun Wang*, and Xiaolong Wang, "Learning Generalizable Dexterous Manipu-
lation from Human Grasp Affordance", In Proceedings of the Conference on Robot Learning (CoRL),
2022

• Yuzhe Qin*, Yueh-Hua Wu*, Shaowei Liu, Hanwen Jiang, Ruihan Yang, Yang Fu, and Xiaolong
Wang, "DexMV: Imitation Learning for Dexterous Manipulation from Human Videos", In Proceed-
ings of the European Conference on Computer Vision (ECCV), 2022

• Yueh-Hua Wu*, Ting-Han Fan*, Peter J. Ramadge, and Hao Su, "Model Imitation for Model-Based
Reinforcement Learning", Preprint arXiv:1909.11821, 2019

• Yueh-Hua Wu, Nontawat Charoenphakdee, Han Bao, Voot Tangkaratt, and Masashi Sugiyama, "Imi-
tation Learning from Imperfect Demonstration", In Proceedings of the 36th International Conference
on Machine Learning (ICML), 2019 (Oral)



• Fan-Yun Sun, Yen-Yu Chang, Yueh-Hua Wu, and Shou-De Lin, "A Regulation Enforcement Solution
for Multi-agent Reinforcement Learning", In Proceedings of the 18th International Conference on
Autonomous Agents and Multiagent Systems (AAMAS), 2019

• Yueh-Hua Wu and Shou-De Lin, "A Low-Cost Ethics Shaping Approach for Designing Reinforce-
ment Learning Agents", In Proceedings of the 32nd AAAI Conference on Artificial Intelligence (AAAI),
Feb. 2018 (Oral)

AWARDS & HONORS

• J. Yang Scholarship, UC San Diego Institute of Engineering in Medicine 2020 - 2021

• Student Scholarship, Ministry of Education, Taiwan Sep. 2017 - Jan. 2019

• Winner, ACM WSDM Cup 2016

RESEARCH EXPERIENCES

Google DeepMind Mar. 2024 - Jun. 2024
Student Researcher
Advisor: Kuang-Huei Lee, Research Scientist
Research Project: Plan Optimization with Evolution Strategies and LLMs

OMRON SINIC X Dec. 2022 - Mar. 2023
Research Intern
Advisor: Masashi Hamaya, Senior Researcher
Research Project: Sample Efficient Offline Reinforcement Learning for Robotics

Sony Group Corporation Jun. 2022 - Sep. 2022
Research Intern
Advisor: Hirotaka Suzuki, Team Leader at Sony
Research Project: Better-than-demonstrator Policy Learning for Deformable Objects Manipulation

Academia Sinica Jul. 2019 - Jun. 2020
Research Assistant
Advisor: Mark Liao, Distinguished Research Fellow at Academia Sinica
Research Project: Batch Reinforcement Learning for Adaptive Traffic Signal Control

University of California San Diego Jul. 2019 - Oct. 2019
Visiting Scholar
Advisor: Hao Su, Assistant Professor at University of California San Diego

Research Project: Model Imitation for Model-Based Reinforcement Learning
• Incorporated matching between the distributions of rollouts from the synthesized environment and the

real one.
• Provided theoretical results that the difference in cumulative reward between the synthesized environ-

ment and the real one can be bounded and optimized by enforcing distribution matching.

RIKEN Center for Advanced Intelligence Project Jul. 2018 - Jan. 2019
Research Intern
Advisor: Masashi Sugiyama, Director of RIKEN Center for Advanced Intelli-
gence Project
Research Project: Imitation Learning from Imperfect Demonstration

• Developed two methods that learn from imperfect demonstration partially equipped with confidence
scores.

• Provided theoretical guarantees to the estimation error bound of the discriminator and the proposed
risk and the optimality of the learned policy.


